Inverse prediction of frictional heat flux and temperature in sliding contact with a protective strip by iterative regularization method
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Abstract

In this study, an inverse algorithm based on the conjugate gradient method and the discrepancy principle is applied to estimate the unknown time-dependent frictional heat flux at the interface of two semi-spaces, one of them is covered by a strip of coating, during a sliding-contact process from the knowledge of temperature measurements taken within one of the semi-space. It is assumed that no prior information is available on the functional form of the unknown heat generation; hence the procedure is classified as the function estimation in inverse calculation. Results show that the relative position between the measured and the estimated quantities is of crucial importance to the accuracy of the inverse algorithm. The current methodology can be applied to the prediction of heat generation in engineering problems involving sliding-contact elements.

1. Introduction

The knowledge of the flash temperatures at a sliding interface is of fundamental importance for the tribological behavior of materials and has immediate application in the fields of lubrication, metal cutting, grinding and forming tools, mechanical seals, electric contacts, etc. The determination of the flash temperatures requires the knowledge of frictional heat generated on the sliding-contact interface. When two objects come into a sliding contact, nearly all the energy dissipated by friction is converted into heat, which is distributed between the two objects, influences friction and wear characteristics, and appreciably raises the temperature at the adjacent area of the sliding interface. Theoretically, the frictional heat is considered broadly as a function of sliding velocity, friction coefficient, and contact pressure. However, the establishment of the frictional heat has never been an easy task. In the past, there have been many investigations focusing on the flash temperature of a sliding contact [1–4]. However, for the result to be realistic, appropriate solutions are needed for geometric configuration and sliding criteria. The problem of sliding contact is of significant importance in yet another engineering application. In order to obtain specific technical, protective, or decorative properties of an object, it is a common practice nowadays to deposit a thin layer of alien material, called coating, on friction elements’ surface. The wear and contact characteristics of the friction couples can be largely improved by applying protective sprayed coatings and films, in particular, made of composite materials. The technological development today makes it possible to make single- or multi-layer coatings of thickness varying in the range of micrometers and millimeters. As a result, better usable properties than the surface of foundation can be achieved. Among these properties, tribological and thermal properties of both coating and foundation affect the heat generation inside them and wear intensity on the area of rubbing. Therefore, there is a need to conduct thermal analysis on these issues, especially those associated with friction processes in various machine elements on which thin coatings with alien materials are deposited, for scientific and technical purposes [5–7].
Inverse analysis becomes a valuable alternative when the direct measurement of data is difficult or the measuring process is very expensive, for example, the determination of heat transfer coefficients, the detection of contact resistance, the estimation of unknown thermophysical properties of new materials, the prediction of damage in the structure fields, the detection of fouling-layer profiles on the inner wall of a piping system, the optimization of geometry, the prediction of crevice and pitting in furnace wall, the determination of heat flux at the outer surface of a vehicle re-entry, earthquake study [8], and so on. Over the past decades, the studies of inverse heat conduction problem (IHCP) have offered convenient alternatives, which largely scale down experimental work, to obtain accurate thermophysical quantities in many heat conduction problems. To date, a variety of analytical and numerical techniques have been developed for the solution of IHCP, for example, the conjugate gradient method (CGM) [9–14], the function–specification method [15], the space-marching method [16], the Tikhonov regularization method [17], and the genetic algorithm [18].

The estimation of heat source strength has been the main theme of a number of studies. For example, Neto Silva and Ozisik [19] applied the conjugate gradient method to estimate the timewise varying strength of a line heat source placed at a specified location in a rectangular region with insulated boundaries. Yang [20] used the finite-difference method in conjunction with the linear least-squares scheme to estimate the strength of the temporal dependent heat source in an infinitely long bar. Niliot and Lefevre [21] adopted a parameter estimation approach based on the boundary element method to solve the inverse problem for point heat source identification. Jin and Marin [22] presented the use of the method of fundamental solutions (MFS) for recovering the heat source in steady-state heat conduction problems from boundary temperature and heat flux measurements. Lee et al. [23] applied the conjugate gradient method to estimate the unknown space- and time-dependent heat source in aluminum-coated tapered optical fibers for scanning near-field optical microscopy, by reading the transient temperature data at the measurement positions. Recently, Chen et al. [24] estimated the heat generation at the interface of cylindrical bars during friction process by using the conjugate gradient method.

The main objective of the present study is to develop an inverse analysis to estimate the frictional heat generation at the interface of two semi-spaces, where one of them is homogeneous and the other is a semi-infinite foundation with surface covered by a thin layer of coating, during transient frictional heating. An analysis of this kind poses significant implications on the study of the problems associated with sliding-contact interface mentioned earlier. However, it is well known that inverse problems are in general unstable in the sense that small measurement errors in the experimental data may amplify significantly the errors in their solutions. As a consequence, the inverse problems are ill-posed and hence they are more difficult to solve than the direct problems. In some even worse scenarios, an inverse analysis could fail if the functional rela-
tionship between the measured quantity and the estimated quantity is too weak. Such weak relationship exists in many engineering problems, for example, convective heat transfer and transient heat conduction. Chen and Yang [13] reported that the relative position between the measured and estimated quantities is one of the most crucial factors to whether an inverse analysis being successful or not in a heat convection problem. Detailed discussion on the mechanism behind the phenomenon was also documented. On the other hand, many studies [25–27] have also documented the sensitive nature of the predictive accuracy of an inverse solution on the relative position between the measured and estimated quantities in transient heat conduction problems. However, most of them tackled the issue by just reporting the finding, and there has not been a study probing deeper to reveal the mechanism behind the sensitivity. Therefore, a part of this paper is devoted to shed more light into the mechanism responsible for the sensitivity of the solution accuracy.

In this study, we present the conjugate gradient method and the discrepancy principle [28] to estimate the time-varying frictional heat generation by using the simulated temperature measurements. Subsequently, the distributions of temperature in the semi-spaces and coating can be determined as well. The conjugate gradient method with an adjoint equation, also called Alifanov’s iterative regularization method, belongs to a class of iterative regularization techniques, which mean the regularization procedure is performed during the iterative processes, thus the determination of optimal regularization conditions is not needed. In this approach, a sensitivity problem is solved to determine the step size in the direction of descent, and an adjoint problem is solved to determine the gradient of the functional. No prior information is used in the functional form of the heat generation variation with time. On the other hand, the discrepancy principle is used to terminate the iteration process in the conjugate gradient method.

2. Analysis

2.1. Direct problem

To illustrate the methodology for developing expressions for the use in determining the unknown time-dependent heat generation during transient frictional heating at the interface of two semi-spaces, where one of them is homogeneous and the other is a semi-infinite foundation with surface covered by a strip of coating. Since the thickness of a coating is very small compared with the widths and breadths of a coated surface and the friction element that makes contact with the coated surface, the two spaces can be assumed to be infinite at x- and y-directions. Therefore the problem can be simplified as a 1D problem where temperature variation occurs only at the z-direction. Fig. 1 shows the configuration of this 1D transient heat transfer problem. Here, the perfect heat contact between the strip and the substrate is assumed. It is supposed that the compressive pressures $P(t)$ are applied to the infinities in semi-spaces. The homogeneous upper semi-space slides with velocity $V(t)$ in the direction of y-axis on the coating surface. Then, the dimensionless governing equations and the associated boundary and initial conditions for the system can be written as [7]:

![Fig. 1. Geometry and coordinate system.](image-url)
\[
\frac{\partial^2 T_i(z', t')}{\partial z'^2} = \frac{1}{\alpha_i} \frac{\partial T_i(z', t')}{\partial t'}, \quad 0 \leq z' < \infty, \quad t' > 0, \tag{1}
\]
\[
\frac{\partial^2 T_s(z', t')}{\partial z'^2} = \frac{\partial T_s(z', t')}{\partial t'}, \quad -1 \leq z' \leq 0, \quad t' > 0, \tag{2}
\]
\[
\frac{\partial^2 T_f(z', t')}{\partial z'^2} = \frac{1}{\alpha_f} \frac{\partial T_f(z', t')}{\partial t'}, \quad -\infty < z' \leq -1, \quad t' > 0, \tag{3}
\]
\[
T_i(0, t') = T_i(0, t'), \quad z' = 0, \quad t' > 0, \tag{4}
\]
\[
\frac{\partial T_s(0, t')}{\partial z'} - k_n \frac{\partial T_s(0, t')}{\partial t'} = q(t'), \quad z' = 0, \quad t' > 0, \tag{5}
\]
\[
T_s(-1, t') = T_f(-1, t'), \quad z' = -1, \quad t' > 0, \tag{6}
\]
\[
\frac{\partial T_s(-1, t')}{\partial z'} = k_h \frac{\partial T_s(-1, t')}{\partial t'}, \quad z' = -1, \quad t' > 0, \tag{7}
\]
\[
T_i(z', t') \rightarrow 0, \quad z' \rightarrow \infty, \quad t' > 0, \tag{8}
\]
\[
T_f(z', t') \rightarrow 0, \quad z' \rightarrow -\infty, \quad t' > 0, \tag{9}
\]
\[
T_i(z', 0) = 0, \quad 0 \leq z' < \infty, \quad t' = 0, \tag{10}
\]
\[
T_i(z', 0) = 0, \quad -1 \leq z' \leq 0, \quad t' = 0, \tag{11}
\]
\[
T_f(z', 0) = 0, \quad -\infty < z' \leq -1, \quad t' = 0. \tag{12}
\]

where the subscripts \(t, s, \) and \(f\) refer to the regions of top semi-space, strip of coating, and foundation, respectively. \(q(t')\) in Eq. (5) is the dimensionless frictional heat output. In general, the frictional heat output should be a function of the compressive pressure, friction coefficient, and sliding velocity.

The dimensionless variables used in the above formulation are defined as follows:

\[
\begin{align*}
  z' &= z/d, \quad t' = \alpha t/d^2, \quad q' = q/kT_0, \\
  T_i &= (T_i - T_0)/T_0, \quad T_s = (T_s - T_0)/T_0, \quad T_f = (T_f - T_0)/T_0, \\
  \alpha_i &= \alpha /\alpha_s, \quad \alpha_f = \alpha_f /\alpha_s, \quad k_n = k_i/k_s, \quad k_h = k_f/k_s,
\end{align*}
\]

where \(d\) is the thickness of the coating, \(q\) is the frictional heat generation, and \(T_0\) is the temperature of the system at \(t = 0\). \(k\) and \(\alpha\) are the thermal conductivity and thermal diffusivity, respectively. The direct problem considered here is concerned with the determination of the medium temperature when the frictional heat output \(q(t')\), thermophysical properties of the system, and initial and boundary conditions are known.

### 2.2. Inverse problem

For the inverse problem, the function \(q(t')\) is regarded as being unknown, while everything else in Eqs. (1)–(12) is known. In addition, temperature readings taken at \(z = z_m\) in the strip region are considered available. The objective of the inverse analysis is to predict the unknown time-dependent function of intensity of the frictional heat generation, \(q(t')\), merely from the knowledge of these temperature readings. Let the measured temperature at the measurement position \(z = z_m\) and time \(t\) be denoted by \(Y(z_m, t)\). Then this inverse problem can be stated as follows: by utilizing the above mentioned measured temperature data \(Y(z_m, t)\), the unknown \(q(t')\) is to be estimated over the specified time domain.

The solution of the present inverse problem is to be obtained in such a way that the following functional is minimized:

\[
J[q(t')] = \int_{t' = 0}^{\infty} \left[ T_i(z'_m, t') - Y(z'_m, t') \right]^2 dt', \tag{14}
\]

where \(Y(z'_m, t') = [Y(z_m, t) - T_0]/T_0\) and \(Y(z_m, t)\) is the estimated (or computed) temperature at the measurement location \(z = z_m\). In this study, \(Y(z'_m, t')\) are determined from the solution of the direct problem given previously by using an estimated \(q^k(t')\) for the exact \(q(t')\), where \(q^k(t')\) denotes the estimated quantities at the \(k\)th iteration. \(t'\) is the final time of the measurement. In addition, in order to develop expressions for the determination of the unknown \(q(t')\), a “sensitivity problem” and an “adjoint problem” are constructed as described below.
2.3. Sensitivity problem and search step size

The sensitivity problem is obtained from the original direct problem defined by Eqs. (1)–(12) in the following manner: It is assumed that when \( q'(t') \) undergoes a variation \( \Delta q'(t') \), \( T_i(z', t'), T_i(z', t'), \) and \( T_j(z', t') \) are perturbed by \( T_i + \Delta T_i, T_i + \Delta T_i, \) and \( T_j + \Delta T_j \), respectively. Then replacing in the direct problem \( q'(t') \) by \( q'(t') + \Delta q'(t') \), \( T_i \) by \( T_i + \Delta T_i \), \( T_i \) and \( T_j + \Delta T_j \), and \( T_j \) by \( T_j + \Delta T_j \), subtracting from the resulting expressions the direct problem, and neglecting the second-order terms, the following sensitivity function for the sensitivity function \( \Delta T_i, \Delta T_i, \) and \( \Delta T_j \) can be obtained:

\[
\frac{\partial^2 \Delta T_i(z', t')}{\partial z'^2} = \frac{1}{x_0} \frac{\partial \Delta T_i(z', t')}{\partial t'}, \quad 0 \leq z' < \infty, \quad t' > 0, \tag{15}
\]

\[
\frac{\partial^2 \Delta T_j(z', t')}{\partial z'^2} = \frac{\partial \Delta T_j(z', t')}{\partial t'}, \quad -1 \leq z' \leq 0, \quad t' > 0, \tag{16}
\]

\[
\frac{\partial^2 \Delta T_j(z', t')}{\partial z'^2} = \frac{1}{x_0} \frac{\partial \Delta T_j(z', t')}{\partial t'}, \quad -\infty < z' \leq -1, \quad t' > 0, \tag{17}
\]

\[
\Delta T_i(0, t') = \Delta T_i(0, t'), \quad z' = 0, \quad t' > 0, \tag{18}
\]

\[
\frac{\partial \Delta T_j(0, t')}{\partial z'} - k_0 \frac{\partial \Delta T_j(0, t')}{\partial z'} = \Delta q'(t'), \quad z' = 0, \quad t' > 0, \tag{19}
\]

\[
\Delta T_j(-1, t') = \Delta T_j(-1, t'), \quad z' = -1, \quad t' > 0, \tag{20}
\]

\[
\frac{\partial \Delta T_j(-1, t')}{\partial z'} = k_0 \frac{\partial \Delta T_j(-1, t')}{\partial z'}, \quad z' = -1, \quad t' > 0, \tag{21}
\]

\[
\Delta T_i(z', t') = 0, \quad z' \to \infty, \quad t' > 0, \tag{22}
\]

\[
\Delta T_j(z', t') = 0, \quad z' \to -\infty, \quad t' > 0, \tag{23}
\]

\[
\Delta T_i(z', 0) = 0, \quad 0 \leq z' < \infty, \quad t' = 0, \tag{24}
\]

\[
\Delta T_j(z', 0) = 0, \quad -1 \leq z' \leq 0, \quad t' = 0, \tag{25}
\]

\[
\Delta T_j(z', 0) = 0, \quad -\infty < z' \leq -1, \quad t' = 0. \tag{26}
\]

The sensitivity problem of Eqs. (15)–(26) can be solved by the same method as the direct problem of Eqs. (1)–(12).

2.4. Adjoint problem and gradient equation

To formulate the adjoint problem, Eqs. (1)–(3) are multiplied by the Lagrange multipliers (or adjoint functions) \( \lambda_i, \lambda_i, \) and \( \lambda_j, \) respectively, and the resulting expressions are integrated over the time and correspondent space domains. Then the results are added to the right hand side of Eq. (14) to yield the following expression for the functional \( J[q'(t')]: \)

\[
J[q'(t')] = \int_{t'=0}^{t'_{	ext{max}}} \int_{z'_{	ext{min}}}^{z'_{	ext{max}}} [T_i(z', t') - Y'(z', t')] \delta(z' - z_{\text{ref}}) \, dz' \, dt' + \int_{t'=0}^{t'_{	ext{max}}} \int_{z'_{	ext{min}}}^{z'_{	ext{max}}} \lambda_i(z', t') \left[ \frac{\partial^2 T_i}{\partial z'^2} - \frac{\partial T_i}{\partial t'} \right] \, dz' \, dt' + \int_{t'=0}^{t'_{	ext{max}}} \int_{z'_{	ext{min}}}^{z'_{	ext{max}}} \lambda_j(z', t') \left[ \frac{\partial^2 T_j}{\partial z'^2} - \frac{\partial T_j}{\partial t'} \right] \, dz' \, dt'. \tag{27}
\]

The variation \( \Delta J \) is derived after \( q'(t') \) is perturbed by \( \Delta q'(t'), \lambda_i, \lambda_i, \) and \( \lambda_j \) are perturbed by \( \lambda_i + \Delta \lambda_i, \lambda_i + \Delta \lambda_i, \) and \( \lambda_j + \Delta \lambda_j, \) respectively, in Eq. (27). Subtracting from the resulting expression the original Eq. (27) and neglecting the second-order terms, we thus find:

\[
\Delta J[q'(t')] = \int_{t'=0}^{t'_{	ext{max}}} \int_{z'_{	ext{min}}}^{z'_{	ext{max}}} 2[T_i(z', t') - Y'(z', t')] \Delta T_i \cdot \delta(z' - z_{\text{ref}}) \, dz' \, dt' + \int_{t'=0}^{t'_{	ext{max}}} \int_{z'_{	ext{min}}}^{z'_{	ext{max}}} \lambda_i(z', t') \left[ \frac{\partial^2 \Delta T_i}{\partial z'^2} - \frac{\partial \Delta T_i}{\partial t'} \right] \, dz' \, dt' + \int_{t'=0}^{t'_{	ext{max}}} \int_{z'_{	ext{min}}}^{z'_{	ext{max}}} \lambda_j(z', t') \left[ \frac{\partial^2 \Delta T_j}{\partial z'^2} - \frac{\partial \Delta T_j}{\partial t'} \right] \, dz' \, dt'. \tag{28}
\]
where $\delta(\cdot)$ is the Dirac function. We can integrate the second to the forth double integral terms in Eq. (28) by parts, utilizing the initial and boundary conditions of the sensitivity problem. Then $\Delta J$ is allowed to go to zero. The vanishing of the integrands containing $\Delta T_i', \Delta T_e',$ and $\Delta T_j'$ leads to the following adjoint problem for the determination of $\lambda_s^{'}, \lambda_j^{'},$ and $\lambda_j^{'},$

$$\frac{\partial^2 \lambda_s^{'}(z', t')}{\partial z'^2} + \frac{1}{a_{ts}} \frac{\partial \lambda_s^{'}(z', t')}{\partial t'} = 0, \quad 0 \leq z' < \infty, \quad t' > 0,$$  
(29)

$$\frac{\partial^2 \lambda_s^{'}(z', t')}{\partial z'^2} + \frac{\partial \lambda_s^{'}(z', t')}{\partial t'} + 2 [T_s'(z_m, t') - Y'(z_m, t')] \delta(z' - z_m) = 0, \quad -1 \leq z' \leq 0, \quad t' > 0.$$  
(30)

Finally the following integral term is left:

$$\frac{\partial \lambda_s^{'}}{\partial t} + \frac{d}{dz} \frac{\partial \lambda_s^{'}}{\partial z} = 0, \quad -\infty < z' \leq -1, \quad t' > 0,$$  
(31)

$$k_s \lambda_s^{'}(0, t') = \lambda_s^{'}, \quad z' = 0, \quad t' > 0.$$  
(32)

$$\frac{\partial \lambda_s^{'}}{\partial z} = \frac{\partial \lambda_s^{'}}{\partial z}, \quad z' = 0, \quad t' > 0.$$  
(33)

$$k_p \lambda_s^{'(-1, t')} = \lambda_s^{'(-1, t')}, \quad z' = -1, \quad t' > 0.$$  
(34)

$$\frac{\partial \lambda_s^{'}}{\partial z} = \frac{\partial \lambda_s^{'}}{\partial z}, \quad z' = -1, \quad t' > 0.$$  
(35)

$$\lambda_s^{'(z', t')} \rightarrow 0, \quad z' \rightarrow \infty, \quad t' > 0.$$  
(36)

$$\lambda_s^{'(z', t')} \rightarrow 0, \quad z' \rightarrow -\infty, \quad t' > 0.$$  
(37)

$$\lambda_s^{'(z', 0)} = 0, \quad 0 \leq z' < \infty, \quad t' = t_j^{'},$$  
(38)

$$\lambda_s^{'(z', 0)} = 0, \quad -1 \leq z' \leq 0, \quad t' = t_j^{'},$$  
(39)

$$\lambda_s^{'(z', 0)} = 0, \quad -\infty < z' \leq -1, \quad t' = t_j^{'}.$$  
(40)

The adjoint problem is different from the standard initial value problem in that the final time condition at time $t' = t_j^{'},$ is specified instead of the customary initial condition at time $t' = 0.$ However, this problem can be transformed to an initial value problem by the transformation of the time variable as $\tau' = t_j^{' - t'}. Then the adjoint problem can be solved by the same method as the direct problem.

Finally the following integral term is left:

$$\Delta J = \int_{t = 0}^{t_j'} \lambda_s^{'(0, t')} \Delta q(t') dt'.$$  
(41)

From the definition used in Ref. [10], we have:

$$\Delta J = \int_{t = 0}^{t_j'} J(t') \Delta q(t') dt',$$  
(42)

where $J(t')$ is the gradient of the functional $J(q^{'}).$ A comparison of Eqs. (41) and (42) leads to the following form:

$$J(t') = \lambda_s^{'(0, t')}.$$  
(43)

2.5. Conjugate gradient method for minimization

The following iteration process based on the conjugate gradient method is now used for the estimation of $q^{'}(t')$ by minimizing the above functional $J(q^{'}(t'))$:

$$q^{K+1}(t') = q^K(t') - \beta^K p^K(t'), \quad K = 0, 1, 2, \ldots ,$$  
(44)

where $\beta^K$ is the search step size in going from iteration $K$ to iteration $K + 1,$ and $p^K(t')$ is the direction of descent (i.e., search direction) given by:

$$p^K(t') = J^K(t') + \gamma^K p^{K-1}(t'),$$  
(45)
which is conjugation of the gradient direction \( f^k(t^*) \) at iteration \( K \) and the direction of descent \( p^{k-1}(t^*) \) at iteration \( K - 1 \). The conjugate coefficient \( \gamma^k \) is determined from:

\[
\gamma^k = \frac{\int_{t^*}^{t^*+1} [f^k(t^*)]^2 \, dt^*}{\int_{t^*}^{t^*+1} [f^{k-1}(t^*)]^2 \, dt^*}, \quad \text{with } \gamma^0 = 0.
\]  

(46)

The convergence of the above iterative procedure in minimizing the functional \( J \) is proved in Ref. [10]. To perform the iterations according to Eq. (44), we need to compute the step size \( \beta^k \) and the gradient of the functional \( J^k(t^*) \).

The functional \( J[q^{k+1}(t^*)] \) for iteration \( K + 1 \) is obtained by rewriting Eq. (14) as:

\[
J[q^{k+1}(t^*)] = \int_{t^*}^{t^*+1} \left[ T_1(q^k) - \beta^k p^k(t^*) - Y^*(z_m, t^*) \right]^2 \, dt^*,
\]

(47)

where we replace \( q^{k+1} \) by the expression given by Eq. (44). If temperature \( T_1(q^k - \beta^k p^k) \) is linearized by a Taylor expansion, Eq. (47) takes the form:

\[
J[q^{k+1}(t^*)] = \int_{t^*}^{t^*+1} \left[ T_1(q^k) - \beta^k \Delta T_1(p^k) - Y^*(z_m, t^*) \right]^2 \, dt^*,
\]

(48)

where \( T_1(q^k) \) is the solution of the direct problem at \( z^* = z_m \) by using estimated \( q^k(t^*) \) for exact \( q^*(t^*) \) at time \( t^* \). The sensitivity function \( \Delta T_1(p^k) \) are taken as the solution of Eqs. (15)-(26) at the measured position \( z^* = z_m \) by letting \( \Delta q^* = p^k \) [10]. The search step size \( \beta^k \) is determined by minimizing the functional given by Eq. (48) with respect to \( \beta^k \). The following expression can be obtained:

\[
\beta^k = \frac{\int_{t^*}^{t^*+1} \Delta T_1(p^k) [T_1(q^k) - Y^*] \, dt^*}{\int_{t^*}^{t^*+1} [\Delta T_1(p^k)]^2 \, dt^*}.
\]

(49)

2.6. Stopping criterion

If the problem contains no measurement errors, the traditional check condition specified as

\[
J[q^{k+1}] < \eta,
\]

(50)

where \( \eta \) is a small specified number, can be used as the stopping criterion. However, the observed temperature data contains measurement errors; as a result, the inverse solution will tend to approach the perturbed input data, and the solution will exhibit oscillatory behavior as the number of iteration is increased [29]. Computational experience has shown that it is advisable to use the discrepancy principle [28] for terminating the iteration process in the conjugate gradient method. Assuming \( T_1(z_m, t^*) - Y^*(z_m, t^*) \equiv \sigma \), the stopping criteria \( \eta \) by the discrepancy principle can be obtained from Eq. (14) as

\[
\eta = \sigma^2 T_1.
\]

(51)

where \( \sigma \) is the standard deviation of the measurement error. Then the stopping criterion is given by Eq. (50) with \( \eta \) determined from Eq. (51).

2.7. Computational procedure

The computational procedure for the solution of this inverse problem may be summarized as follows:

Suppose \( q^*(t^*) \) is available at iteration \( K \).

- Step 1. Solve the direct problem given by Eqs. (1)-(12) for \( T_1(z^*, t^*) \), \( T_2(z^*, t^*) \), and \( T_3(z^*, t^*) \), respectively.
- Step 2. Examine the stopping criterion given by Eq. (50) with \( \eta \) given by Eq. (51). Continue if not satisfied.
- Step 3. Solve the adjoint problem given by Eqs. (29)-(40) for \( \lambda^*_1(z^*, t^*) \), \( \lambda^*_2(z^*, t^*) \), and \( \lambda^*_3(z^*, t^*) \), respectively.
- Step 4. Compute the gradient of the functional \( f(t^*) \) from Eq. (43).
- Step 5. Compute the conjugate coefficient \( \gamma^k \) and direction of decent \( p^k(t^*) \) from Eqs. (46) and (45), respectively.
- Step 6. Set \( \Delta q^*(t^*) = p^k(t^*) \) and solve the sensitivity problem given by Eqs. (15)-(26) for \( \Delta T_1(z^*, t^*) \), \( \Delta T_2(z^*, t^*) \), and \( \Delta T_3(z^*, t^*) \), respectively.
- Step 7. Compute the search step size \( \beta^k \) from Eq. (49).
- Step 8. Compute the new estimation for \( q^{k+1}(t^*) \) from Eq. (44) and return to Step 1.

3. Results and discussion

The objective of this article is to validate the present approach when used in estimating the unknown time-dependent frictional heat generation at the interface of two semi-spaces during a sliding contact accurately with no prior information
on the functional form of the unknown quantities, a procedure called function estimation. In order to illustrate the importance of the relative position between the measured quantity (temperature $Y$) and the estimated quantity (heat generation $q'$) on the solution accuracy, we first consider the simulated exact value of $q'(t^*)$ as a simple sinusoidal variation over the time period $t^* = 0–1$:

$$q'(t^*) = 100 \sin(t^* \pi).$$

In the present study, we assume the materials of the two semi-spaces being identical and made of steel ($k_1 = k_f = 42 \text{ W m}^{-1} \text{ K}^{-1}$ and $\sigma_1 = \sigma_f = 1.2 \times 10^{-7} \text{ m}^2 \text{s}^{-1}$), while the material of the strip is aluminum ($k_s = 209 \text{ W m}^{-1} \text{ K}^{-1}$ and $\sigma_s = 8.6 \times 10^{-5} \text{ m}^2 \text{s}^{-1}$). The thickness of the strip $d$ is taken as 300 $\mu$m [7].

The numerical procedure in this paper is based on the unstructured-mesh, fully collocated, finite-volume code, ‘US-TREAM’ developed by the first named author. This is the descendent of the structured-mesh, multi-block code of ‘STREAM’ [30]. Since the sliding-contact interface ($z^* = 0$) is the most important part in this problem, fine meshes are used on either sides of the interface and the strip, where there are 50 cells in this layer. For the rest of the domain, coarser meshes are applied. Both semi-spaces also extend a length of 20 outwards from either sides of the sliding-contact interface, and there are 80 cells allocated for each semi-space with most of the cells being concentrated towards the sliding surface. In total, there are 210 cells for the entire computational domain. This mesh has been proved in a grid-independent test to achieve grid-independent solutions. A single thermocouple is assumed to be located at three different positions, $z^*_m = 0.0, -0.5,$ and $-0.7$, respectively, in the coating layer to test the sensitivity of solution accuracy on the relative position between the measured and estimated quantities. In terms of the time domain, the total dimensionless measurement time is chosen as $t^*_f = 1.0$ and measurement time step is set as 0.01.

In the analysis, we do not have a real experimental set up to measure the temperature $Y(z^*_m, t^*)$ in Eq. (14). Instead, we assume a real heat generation, $q^*(t^*)$ of Eq. (52), and substitute the exact $q^*(t^*)$ into the direct problem of Eqs. (1)–(12) to calculate the temperatures at the location where the thermocouple is placed. The results are taken as the computed temperature $Y_{exact}(z^*_m, t^*)$. Nevertheless, in reality, the temperature measurements always contain some degree of error, whose magnitude depends upon the particular measuring method employed. In order to take measurement errors into account, a random error noise is added to the above computed temperature $Y_{exact}(z^*_m, t^*)$ to obtain the measured temperature $Y'(z^*_m, t^*)$. Hence, the measured temperature is expressed as:

$$Y'(z^*_m, t^*) = Y_{exact}(z^*_m, t^*) + \sigma \sigma,$$

where $\sigma$ is a random variable within $-2.576$ to $2.576$ for a 99% confidence bounds, and $\sigma$ is the standard deviation of the measurement. The measured temperature $Y'(z^*_m, t^*)$ generated in such way is termed simulated measurement temperature.

Fig. 2 shows the estimated values of the unknown function $q'(t^*)$, obtained with the initial guesses $q^0 = 0$, measurement error of deviation $\sigma = 0.0$, and $z^*_m = 0.0, -0.5,$ and $-0.7$, termed case 1, 2, and 3, respectively. These results show that the estimated quantity is in very good agreement with that of the exact values only in case 1, where the measured and estimated quantities are at the same position. However, the predictive accuracy deteriorates when the measurement position moves away from the estimated position as can be seen in cases 2 and 3. Moving the measurement position further beyond $z^*_m = -0.7$ results in instability, and the inverse iteration does not converge. The results clearly show a certain degree of sen-
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Fig. 2. Estimated $q'(t^*)$ with the initial guesses $q^0 = 0.0$, measurement error $\sigma = 0.0$, and measurement location $z^*_m = 0.0, -0.5$, and $-0.7$.  

In the analysis, we do not have a real experimental set up to measure the temperature $Y(z^*_m, t^*)$ in Eq. (14). Instead, we assume a real heat generation, $q^*(t^*)$ of Eq. (52), and substitute the exact $q^*(t^*)$ into the direct problem of Eqs. (1)–(12) to calculate the temperatures at the location where the thermocouple is placed. The results are taken as the computed temperature $Y_{exact}(z^*_m, t^*)$. Nevertheless, in reality, the temperature measurements always contain some degree of error, whose magnitude depends upon the particular measuring method employed. In order to take measurement errors into account, a random error noise is added to the above computed temperature $Y_{exact}(z^*_m, t^*)$ to obtain the measured temperature $Y'(z^*_m, t^*)$. Hence, the measured temperature is expressed as:

$$Y'(z^*_m, t^*) = Y_{exact}(z^*_m, t^*) + \sigma \sigma,$$

where $\sigma$ is a random variable within $-2.576$ to $2.576$ for a 99% confidence bounds, and $\sigma$ is the standard deviation of the measurement. The measured temperature $Y'(z^*_m, t^*)$ generated in such way is termed simulated measurement temperature.

Fig. 2 shows the estimated values of the unknown function $q'(t^*)$, obtained with the initial guesses $q^0 = 0$, measurement error of deviation $\sigma = 0.0$, and $z^*_m = 0.0, -0.5,$ and $-0.7$, termed case 1, 2, and 3, respectively. These results show that the estimated quantity is in very good agreement with that of the exact values only in case 1, where the measured and estimated quantities are at the same position. However, the predictive accuracy deteriorates when the measurement position moves away from the estimated position as can be seen in cases 2 and 3. Moving the measurement position further beyond $z^*_m = -0.7$ results in instability, and the inverse iteration does not converge. The results clearly show a certain degree of sen-
sitivity of the predictive accuracy on the relative position between the measured and the estimated quantities, a phenomenon that has been repeatedly reported by a number of studies mentioned in Section 1. However, the causes contributing to the sensitivity have not yet been well documented. The comparison between the exact and the inversely calculated temperatures at the measurement positions is given in Fig. 3. Despite the discrepancies between the exact and the inverse values observed in the cases 2 and 3, the inverse temperature at all measurement positions show almost perfect agreement with the measurement temperature, an indication that the inverse iterations in all three cases have actually converged. Therefore, the discrepancies in Fig. 2 for cases 2 and 3 are not contributed by the instability of the inverse iteration procedure. To find out where the discrepancies are rooted in, we need to understand the functional relation between the measured quantity and the estimated quantity. Fig. 4(a) shows the exact temperature distributions versus time at the three measurement positions over the period of t* = 0–0.1 with the q*(t*) of Eq. (52). In the current transient heat conduction problem, any disturbance at one point in space needs certain time to ripple outwards to reach other places; and this has been shown clearly in Fig. 4(a). Here, only the temperature at z_m = 0 has immediate respond to the onset of heat generation. The temperatures at the other two positions, on the other hand, start to develop only after t* = 0.02 or 0.03. This demonstrates that at the first few time steps, the measurement temperatures for cases 2 and 3, especially the latter where the measurement position is located further away from the heat generation position, are almost independent of the heat generation located at z* = 0. The temperature distributions versus time at z_m = −0.7 from another test by respectively setting constant q* = 5, 50, and 100 are plotted in Fig. 4(b). Despite the variations in the value of q*(t*), the temperature at z_m = −0.7 remains almost zero before t* = 0.03, a further definite proof that the two quantities are indeed independent during a brief initial time period. To understand how this functional independency affects the inverse algorithm, we first need to know how the mechanism to correct the estimated quantities comes up in the current inverse procedure.

Eq. (30) implies that the magnitude of λ_z over the domain is mainly generated by the source term 2[T(z_m, t*) − Y(z_m, t*)] at the measurement location; in other words, λ_z is fed by the disagreement between the computed and measured temperatures at the measurement location. Then the amount of the disagreement is used to correct q*(t*) via Eq. (44). In a sense, the measured and the estimated quantities need to communicate with each other in every time step for the correction mechanism to perform well. If there is no distance between the two quantities, the communication is immediate, and the correction is effective. On the other hand, if the two quantities are parted by some distance, there will be a time lag for them to communicate. The impact of this lag in communication on the solution accuracy will be discussed later. Another important factor affecting the correction mechanism is the marching of time in the adjoint problem. Comparing Eqs. (2) with (30), the governing equations of the direct and the adjoint problems in the coating layer, it can be noted that their time-dependent terms are at different sign. This suggests that from the aspect of λ_z, the time is marching backwards. Indeed, the initial condition of the adjoint problem is at t* = t_0 as stated in Eq. (38). This is the final important factor affecting the inverse correction mechanism, and now we can weave the relation of solution accuracy with the independency between the measured and estimated quantities, the source term in the adjoint problem, the time lag in communication, and the backward time marching in the adjoint problem as follows: For case 3, the independency between the measured and estimated quantities before t* ≤ 0.03 results in a zero source term [T(z_m, t*) − Y(z_m, t*)] in the adjoint problem’s governing equation. However, from the aspect of the adjoint problem, this disappearance of source term actually occurs at the last few time steps because of the

Fig. 3. Temperature distributions at the measurement positions with initial guesses q_0 = 0.0, measurement error σ = 0.0, and measurement positions z_m = 0.0, −0.5, and −0.7.
backward time marching. The disappearance of source term also means that there is no communication between the measured and estimated quantities; hence the correction mechanism does not work during these few time steps. Although the communication stops during this brief period of time, some false information still goes through, due to the communication time lag, and results in inaccurate $q(t^*)$ for the first few time steps at the end of the inverse iteration. This can be explained as: at the early stage of the inverse iteration, the difference between the measured and estimated quantities is very large; hence the source term in the adjoint problem is also very large for each time step, thus giving rise to a generally high level of $\dot{\mathcal{E}}_n^*$ which then ripples outwards in space as time marches. When it reaches the position of the estimated quantity, via the backward time marching, it can be picked up by Eq. (44) to correct $q(t^*)$. Therefore, this initial high level of $\dot{\mathcal{E}}_n^*$ can be regarded as ‘false information’ that affects the accuracy of the correction mechanism. In case 1, the false information will gradually die out as the source term diminishes when the inverse iteration is converging, thus it does not affect the final result. Nevertheless, in case 3, the false information will remain throughout the entire inverse iteration because in the corresponding time steps of the adjoint problem, the source term is always zero no matter the value of $q(t^*)$ is. That is, the only information that has been used to correct $q(t^*)$ for the first few time steps is actually

Fig. 4. Temperature distributions at the initial time steps; (a) at locations $z_m^* = 0.0, -0.5, -0.7$, and (b) at $z_m^* = -0.7$ but with $q(t^*) = 5, 50, 100$. 
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the false information created in the initial inverse iteration stage. A proof of this can be seen in Fig. 2 where the inverse $q'(t^*)$ in cases 2 and 3 is a bit higher than the exact value at the initial few time steps. As the heat generation magnitude has been wrongly estimated initially, the subsequent estimation of $q'(t^*)$ cannot be accurate because the inverse algorithm has to create an incorrect $q'(t^*)$-profile to compensate the historical effect left by the initial wrongly predicted $q'(t^*)$.

After the effect of the relative position between the measured and estimated quantities on the solution accuracy been well discussed, attention can now be directed towards the solving of the current inverse problem with the measured and estimated quantities being at the same position. The estimated temperature distributions in case 1 for $t^* = 0.1$, $0.5$, and $0.9$, respectively, are shown in Fig. 5. These results confirm that the estimated temperature values are in very good agreement with those of the exact values for the case considered in this study if the measured and the estimated quantities are at the same position. It can be found in Fig. 5 that overall, the temperature increases as time elapses. In addition, the temperature rises rapidly at the interface due to the rapid rise of the heat generation, but it drops sharply towards the ambient temperature as the distance from the interface increases. Fig. 6 illustrates the inverse solutions of $q(t^*)$, obtained with the initial guess values $q^0 = 0.0$, measurement error of deviation $\sigma = 0.01$, and temperature measurement taken at $z_m^* = 0.0$. For a

![Fig. 5. The overall temperature distributions for $t^* = 0.1$, $0.5$, and $0.9$, respectively.](image)

![Fig. 6. Estimated $q(t^*)$ with the initial guesses $q^0 = 0.0$, measurement error $\sigma = 0.01$, and measurement location $z_m^* = 0.0$.](image)
temperature of unity and 99% confidence, that standard deviation, \( \sigma = 0.01 \), corresponds to measurement error of 2.58%. Fig. 6 reveals that the maximum error due to this measurement error is about 2.4%. This shows that for the cases considered in this study, an increase in the measurement error does not cause obvious deterioration on the accuracy of the inverse solution.

In order to demonstrate the capability of the presented methodology in obtaining an accurate estimation no matter how complex the unknown function is, we consider another case of exact

\[
q(t^*) = \frac{100}{C_1} \left[ 0.3 \sin(2\pi t^*) + 0.25 \sin(4\pi t^*) + 3t^* \times (1.1 - t^*) \right].
\]  

(54)

Fig. 7 shows the estimated \( q(t^*) \), obtained with the initial guesses \( q_0 = 0.0 \) and measurement error \( \sigma = 0.0 \). It is noticeable in Fig. 7 that an excellent estimation still can be obtained with this complex unknown function.

4. Conclusion

An inverse algorithm based on the conjugate gradient method and the discrepancy principle was successfully applied to the inverse problem to determine the unknown time-dependent frictional heat generation at the interface of two semi-spaces during a sliding contact, while knowing the temperature history at some measurement locations. The results show that the relative position between the measured and the estimated quantities dictates the accuracy of the inverse method. Highly accurate estimation can be achieved when the position of the measured quantity is very close to that of the estimated quantity. The accuracy, however, deteriorates as the positions of the two quantities are parted by some distance; and the causes behind this have been well discussed.

If the measured and the estimated quantities are at the same position, the numerical results confirm that the method can accurately estimate the time-dependent heat generation and temperature distributions for the problem even involving the inevitable measurement errors. The proposed inverse algorithm does not require prior information for the functional form of the unknown quantities to perform the inverse calculation, and excellent estimated values can be obtained for the considered problem. The methodology of the present study can be applied to the prediction of heat generation in a wide range of engineering problems involving sliding-contact elements.
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